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Abstract We obtain an information bound for estimates of parameters in general
regression models where data are collected under a variety of response-selective sam-
pling schemes, together with a simple formula for the asymptotic variance of the
semi-parametric maximum likelihood estimate. This is compared to the bound and
the estimate is found to be fully efficient in a variety of settings. A small simula-
tion study is reported to illustrate the small-sample efficiency of the semi-parametric
estimator.
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1 Introduction

Suppose we have data (x, y) whose unconditional distribution is given by f (y|x, θ)
g(x), where f (y|x, θ) is a regression model representing the conditional distribution
of y given x , and g is the unconditional density of x , assumed not to involve θ . The
goal is the estimation of θ .

If the data are sampled from this joint distribution, no difficulties arise: the function
g does not enter the likelihood calculations for the estimation of θ . On the other hand,
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