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Abstract The weighted least-squares estimator of parametric functions Kβββ under
a general linear regression model {y, Xβββ, σ 2���} is defined to be Kβ̂ββ, where β̂ββ is a
vector that minimizes (y − Xβββ)′V(y − Xβββ) for a given nonnegative definite weight
matrix V. In this paper, we study some algebraic and statistical properties of Kβ̂ββ and
the projection matrix associated with the estimator, such as, their ranks, unbiasedness,
uniqueness, as well as equalities satisfied by the projection matrices.
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1 Introduction

Throughout this paper, R
m×n denotes the set of all m × n real matrices. The symbols

A′, r(A) and R(A) stand for the transpose, the rank and the range (column space) of
a matrix A ∈ R

m×n , respectively. The Moore–Penrose inverse of A ∈ R
m×n , denoted

by A+, is defined to be the unique solution G to the four matrix equations

(i) AGA = A, (ii) GAG = G, (iii) (AG)′ = AG, (iv) (GA)′ = GA.

A matrix G is called a generalized inverse of A, denoted by A−, if it satisfies (i).
Further, let PA, EA and FA stand for the three orthogonal projectors PA = AA+,
EA = Im − AA+ and FA = In − A+A.
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