
Ann Inst Stat Math (2010) 62:775–783
DOI 10.1007/s10463-010-0293-6

Finiteness of small factor analysis models
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Abstract We consider factor analysis models with one or two factors. Fixing the
number of factors, we prove a finiteness result about the covariance matrix parameter
space when the size of the covariance matrix increases. According to this result, there
exists a distinguished matrix size starting at which one can determine whether a given
covariance matrix belongs to the parameter space by determining whether all principal
submatrices of the distinguished size belong to the corresponding parameter space.
We show that the distinguished matrix size is four in the model with one factor and
six with two factors.
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1 Introduction

Suppose we observe a sample of multivariate normal random vectors and wish to test
whether their covariance matrix is diagonal. The likelihood ratio test for this problem
involves the determinant of the sample correlation matrix. Therefore, this test cannot
be used if the sample size n is smaller than the number p of entries in the random
vectors, because the sample correlation matrix will always be singular. A nice way
around this problem was proposed in Schott (2005), where the sum of squared pairwise
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