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Abstract This paper proposes the use of the bootstrap in penalized model selection
for possibly dependent heterogeneous data. The results show that we can establish (at
least asymptotically) a direct relationship between estimation error and a data based
complexity penalization. This requires redefinition of the target function as the sum
of the individual expected predicted risks. In this framework, the wild bootstrap and
related approaches can be used to estimate the penalty with no need to account for
heterogeneous dependent data. The methodology is highlighted by a simulation study
whose results are particularly encouraging.
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1 Introduction

This paper derives a bound for the penalized model selection problem. This bound is
then used to derive and study bootstrap penalties uniform over each class of compe-
ting models. Improvements with penalties over subsets of competing models are also
studied and their performance is highlighted via simulation.

The model selection problem using penalties that approximate the estimation error
uniformly over each class of models has been pioneered by Vapnik and Chervonen-
kis and it is usually referred to as the structural minimization approach (e.g., Vapnik
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