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Latent class analysis variable selection
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Abstract We propose a method for selecting variables in latent class analysis, which
is the most common model-based clustering method for discrete data. The method
assesses a variable’s usefulness for clustering by comparing two models, given the
clustering variables already selected. In one model the variable contributes informa-
tion about cluster allocation beyond that contained in the already selected variables,
and in the other model it does not. A headlong search algorithm is used to explore the
model space and select clustering variables. In simulated datasets we found that the
method selected the correct clustering variables, and also led to improvements in clas-
sification performance and in accuracy of the choice of the number of classes. In two
real datasets, our method discovered the same group structure with fewer variables. In
a dataset from the International HapMap Project consisting of 639 single nucleotide
polymorphisms (SNPs) from 210 members of different groups, our method discovered
the same group structure with a much smaller number of SNPs.
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1 Introduction

Latent class analysis is used to discover groupings in multivariate categorical data.
It models the data as a finite mixture of distributions, each one corresponding to a
class (or cluster or group). Because of the underlying statistical model it is possible
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