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Abstract The prediction problem for a multivariate normal distribution is consid-
ered where both mean and variance are unknown. When the Kullback–Leibler loss is
used, the Bayesian predictive density based on the right invariant prior, which turns
out to be a density of a multivariate t-distribution, is the best invariant and minimax
predictive density. In this paper, we introduce an improper shrinkage prior and show
that the Bayesian predictive density against the shrinkage prior improves upon the best
invariant predictive density when the dimension is greater than or equal to three.
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1 Introduction

Let X(n) = (X1, . . . , Xn) be independent random vectors from a d-dimensional mul-
tivariate normal distribution Nd(µ, σ 2 Id) where µ ∈ R

d and σ > 0 are unknown
parameters, and Y be another independent random vector from the same distribution.
We denote p(x(n)|µ, σ) and p(y|µ, σ) for densities of X(n) and Y , respectively. We
assume n ≥ 2.

Based on the observation X(n) = x(n), we consider the problem of constructing a
predictive density p̂(y|x(n)) for Y . The Kullback–Leibler divergence

L
{
(µ, σ ), p̂(·|x(n))

} =
∫

p(y|µ, σ) log
p(y|µ, σ)

p̂(y|x(n))
dy
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