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Abstract A class of regression model selection criteria for the data with correlated
errors is proposed. The proposed class of selection criteria is an estimator of weighted
prediction risk. In addition, the proposed selection criteria are the generalizations of
several commonly used criteria in statistical analysis. The theoretical and asymptotic
properties for the class of criteria are established. Further, in the medium-sample case,
the results based on a simulation study are quite consistent with the theoretical ones.
The proposed criteria perform well in the simulations. Several applications are also
given for a variety of statistical models.
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1 Introduction

Consider first the model

yi = f (t i )+ εi , i = 1, . . . , n,

where yi are observations at design points t i = (ti1, ti2, . . . , tid), f (t) is a function and
εi are zero mean, uncorrelated random errors with common variance σ 2. Let the fitted
values f̂ (λ) = H(λ) y, where λ = (λ1, . . . , λk) is a set of parameters associated with
the selection of the model, H(λ) is an n × n matrix and y = (y1, y2, . . . , yn)

t . The
parameter λ j could be the subset of the discrete index set {1, 2, . . . , p j } (see Li 1987)
or the selection parameter in multivariate nonparametric regression, for examples, the
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