
Ann Inst Stat Math (2009) 61:111–141
DOI 10.1007/s10463-007-0126-4

On the estimation of a monotone conditional variance
in nonparametric regression

Holger Dette · Kay Pilz

Received: 17 August 2005 / Revised: 7 December 2006 / Published online: 5 April 2007
© The Institute of Statistical Mathematics, Tokyo 2007

Abstract A monotone estimate of the conditional variance function in a het-
eroscedastic, nonparametric regression model is proposed. The method is based
on the application of a kernel density estimate to an unconstrained estimate of
the variance function and yields an estimate of the inverse variance function.
The final monotone estimate of the variance function is obtained by an inver-
sion of this function. The method is applicable to a broad class of nonparametric
estimates of the conditional variance and particularly attractive to users of con-
ventional kernel methods, because it does not require constrained optimization
techniques. The approach is also illustrated by means of a simulation study.

Keywords Nonparametric regression · Heteroscedasticity · Variance function ·
Monotonicity · Order restricted inference

1 Introduction

In regression analysis the assumption of homoscedasticity is often not satisfied
and the efficiency of the statistical analysis can be improved substantially by
taking heteroscedasticity into account. The classical example is the weighted
least squares method, which requires estimates of the variance function. Other
examples, where the estimation of the conditional variance is important include
the choice of a local bandwidth in nonparametric regression (see Müller and
Stadtmüller 1987, Fan and Gijbels 1995), the construction of confidence inter-
vals for the conditional expectation (see Carroll 1987, Fan and Gijbels 1996)
and quality control (see Box 1988). In contrast to the problem of estimating
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