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Abstract We propose a scale-free network model with a tunable power-law
exponent. The Poisson growth model, as we call it, is an offshoot of the celebrated
model of Barabási and Albert where a network is generated iteratively from a small
seed network; at each step a node is added together with a number of incident edges
preferentially attached to nodes already in the network. A key feature of our model
is that the number of edges added at each step is a random variable with Poisson
distribution, and, unlike the Barabási–Albert model where this quantity is fixed, it can
generate any network. Our model is motivated by an application in Bayesian inference
implemented as Markov chain Monte Carlo to estimate a network; for this purpose,
we also give a formula for the probability of a network under our model.
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1 Introduction

Until recent times, modeling of large-scale, real-world networks was primarily limited
in scope to the theory of random networks made popular by Erdös and Rényi (1959).
In the Erdös–Rényi model, for instance, a network of N nodes is generated by connect-
ing each pair of nodes with a specified probability. The degree distribution p(k) of a
large-scale random network is described by a binomial distribution, where the degree
k of a node denotes the number of undirected edges incident upon it. Thus, degree in a
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