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Abstract The symmetric derivative of a probability measure at a Lebesgue
point can often be specified by an exact relation involving a regularity index.
Knowledge of this index is of practical interest, for example to specify the local
behavior of the measure under study and to evaluate bandwidths or number of
neighbors to take into account in smoothing techniques. This index also deter-
mines local rates of convergence of estimators of particular points of curves and
surfaces, like minima and maxima. In this paper, we consider the estimation of
the d-dimensional regularity index. We introduce an estimator and derive the
basic asymptotic results. Our estimator is inspired by an estimator proposed
in Drees and Kaufmann (1998, Stochastic Processes and their Applications, 75,
149–172) in the context of extreme value statistics. Then, we show how (esti-
mates of) the regularity index can be used to solve practical problems in nearest
neighbor density estimation, such as removing bias or selecting the number of
neighbors. Results of simulations are presented.
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1 Introduction

1.1 Motivations

The subject of this paper is related to the general problem of derivation of
measures (see Rudin 1987, Chap. 7) and finds its motivation in a paper by
Berlinet and Levallois (2000). In their paper, Berlinet and Levallois address the
problem of the asymptotic normality of the nearest neighbor density estimator
(Loftsgaarden and Quesenberry 1965; Moore and Yackel 1977; see Paragraph
2.1 below) in cases where the density has bad local behavior (e.g., it is not contin-
uous or has infinite derivative). These authors point out that what is important
is the local behavior of the probability measure associated with the density, and
more exactly the rate at which the local value of the density is approximated
by the ratios of ball measures. More precisely, let B(Rd) be the Borel σ -field of
R

d, d ≥ 1, and let µ be a probability measure on
(
R

d, B(Rd)
)
. We denote by λ

the Lebesgue measure on R
d and we equip R

d with a norm denoted ‖.‖. Let x
be a point in R

d, δ a positive real number and B(x, δ) the open ball with center
at x and radius δ. To appreciate the local behavior of µ

(
B(x, δ)

)
with respect to

λ
(
B(x, δ)

)
one can consider the ratio of these two quantities. If, for fixed x, the

following limit

f (x) = lim
δ↓0

µ
(
B(x, δ)

)

λ
(
B(x, δ)

) (1)

does exist, then x is called a Lebesgue point of the measure µ. It can be shown
(Rudin 1987, Chap. 7) that λ-almost all points of

(
R

d, ‖.‖) are Lebesgue points
of µ. Moreover, if µ is absolutely continuous with respect to λ, then the Radon–
Nykodim derivative of µ and f coincide λ-almost everywhere. Thus, in this
case, one can select among the versions of the density of µ a particular one,
still denoted f , satisfying (1) at any point where the limit exists. The notion of
Lebesgue point plays a key role in the study of functional estimators and allows
to state elegant results with few restrictions on the functions to be estimated.
In this context, Berlinet and Levallois (2000) define a ρ-regularity point of the
measure µ as any Lebesgue point x of µ satisfying

∣∣∣
µ

(
B(x, δ)

)

λ
(
B(x, δ)

) − f (x)

∣∣∣ ≤ ρ(δ), (2)

where ρ is a measurable function such that limδ↓0 ρ(δ) = 0. Roughly, the func-
tion ρ is intended to specify the convergence of ball ratios towards f (x) in (1). For
example, if d = 1 and the measure µ has a density f with derivative f ′ bounded
by some constant Cx on a neighborhood of x, then ρ-regularity holds with
ρ(δ) = (Cx/2) δ. It is also clear that if f satisfies a local Hölder condition at the


