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Abstract Knowledge of the probability distribution of error in a regression
problem plays an important role in verification of an assumed regression model,
making inference about predictions, finding optimal regression estimates, suggest-
ing confidence bands and goodness of fit tests as well as in many other issues of
the regression analysis. This article is devoted to an optimal estimation of the error
probability density in a general heteroscedastic regression model with possibly
dependent predictors and regression errors. Neither the design density nor regres-
sion function nor scale function is assumed to be known, but they are suppose to be
differentiable and an estimated error density is suppose to have a finite support and
to be at least twice differentiable. Under this assumption the article proves, for the
first time in the literature, that it is possible to estimate the regression error density
with the accuracy of an oracle that knows “true” underlying regression errors. Real
and simulated examples illustrate importance of the error density estimation as
well as the suggested oracle methodology and the method of estimation.
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1 Introduction

Let n identical and independently distributed (iid) observations (X1, Y1), . . . , (Xn,
Yn) of the pair of random variables (X, Y ) be available. The classical (and sim-
plest) regression problem is to find and then infer about the regression function
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