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Abstract In this paper, the limit distributions of the recursive M-estimators of scat-
ter parameters in a multivariate linear model setting are studied. Under some mild
conditions, the asymptotic normality of the recursive M-esimtators is established.
Some Monte Carlo simulation results are presented to illustrate the performance
of the recursive M-estimators.
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1 Introduction

Consider the following multivariate linear regression model

yi = Xiβ + ei , i = 1, 2, . . . , (1)

where Xi, i = 1, 2, . . . , are m×p matrices, β is a p-vector of unknown regression
coefficients, and ei , i = 1, 2, . . . , are m × 1 random errors.

There is a rich literature on estimation of the regression coefficients and scatter
parameters for the model (1). The well-known method is the least squares. Even
though this method is efficient for normal distributed errors and mathematically
convenient, it is not resistant to outliers and stable with respect to deviations from
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