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Abstract A class of shrinkage priors for multivariate location-scale models is
introduced. We consider Bayesian predictive densities for location-scale mod-
els and evaluate performance of them using the Kullback–Leibler divergence.
We show that Bayesian predictive densities based on priors in the introduced
class asymptotically dominate the best invariant predictive density.
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1 Introduction

Let p(x) be a probability density on R that is symmetric about 0, and let x(l) be
an observation x(l) = (x1(l), x2(l), . . . , xd−1(l)) from a probability density

p(x1, x2, . . . , xd−1|μ, σ) :=
d−1∏

i=1

p(xi|μi, σ) :=
d−1∏

i=1

1
σ

p
(

xi − μi

σ

)
, (1)

where μ = (μ1, . . . , μd−1) ∈ R
d−1 and σ > 0 are unknown parameters. In the

following, we call the model (1) a multidimensional location-scale model. When
p(x) is the standard normal density, (1) is the Neyman–Scott model (Neyman
and Scott 1948). The location-scale model introduced by Fisher (1934) is one of
the most important examples of group models both in theoretical and practical
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