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Abstract We consider parameter estimation in parametric regression models with
covariates missing at random. This problem admits a semiparametric maximum
likelihood approach which requires no parametric specification of the selection
mechanism or the covariate distribution. The semiparametric maximum likelihood
estimator (MLE) has been found to be consistent. We show here, for some specific
models, that the semiparametric MLE converges weakly to a zero-mean Gauss-
ian process in a suitable space. The regression parameter estimate, in particular,
achieves the semiparametric information bound, which can be consistently esti-
mated by perturbing the profile log-likelihood. Furthermore, the profile likelihood
ratio statistic is asymptotically chi-squared. The techniques used here extend to
other models.
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1 Introduction

Parametric regression models such as generalized linear models are commonly
used to assess the effect of a vector X of covariates on an outcome variable Y .
Under such a model, the conditional distribution of Y given X is known up to a
Euclidean regression parameter θ . Suppose a random sample is taken from the
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