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Abstract Motivated from the bandwidth selection problem in local likelihood den-
sity estimation and from the problem of assessing a final model chosen by a certain
model selection procedure, we consider estimation of the Kullback—Leibler diver-
gence. It is known that the best bandwidth choice for the local likelihood density
estimator depends on the distance between the true density and the ‘vehicle’ para-
metric model. Also, the Kullback—Leibler divergence may be a useful measure
based on which one judges how far the true density is away from a parametric
family. We propose two estimators of the Kullback-Leibler divergence. We derive
their asymptotic distributions and compare finite sample properties.
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