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Abstract We study the large deviation principle for M-estimators (and maximum
likelihood estimators in particular). We obtain the rate function of the large devia-
tion principle for M-estimators. For exponential families, this rate function agrees
with the Kullback–Leibler information number. However, for location or scale fam-
ilies this rate function is smaller than the Kullback–Leibler information number.
We apply our results to obtain confidence regions of minimum size whose coverage
probability converges to one exponentially. In the case of full exponential families,
the constructed confidence regions agree with the ones obtained by inverting the
likelihood ratio test with a simple null hypothesis.
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1 Introduction

We discuss the large deviation principle (LDP) for M-estimators. M-estimators
have many good properties and they are used in many different situations. Their
main property is that they are robust statistics. As an application, we obtain new
results on the large deviations of maximum likelihood estimators (mle’s).

The large deviations of mle’s have being considered by many authors. Let
{f (·, θ) : θ ∈ �} be a family of pdf’s, where � is a Borel subset of R

d . Let
{Xj }∞j=1 be a sequence of i.i.d.r.v.’s with a pdf belonging to {f (·, θ) : θ ∈ �}. An
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