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A b s t r a c t .  We prove that the bootstrap principle works very well in 
moving average models, when the parameters satisfy the invertibility 
condition, by showing that the bootstrap approximation of the distribu- 
tion of the parameter estimates is accurate to the order o(n -1/2) a.s. Some 
simulation studies are also reported. 
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1. Introduction 

The bootstrap procedure was introduced by Efron (1979, 1982). Since 
then there have been theoretical studies dealing with the accuracy of the 
boots t rap approximat ion  in various senses (asymptotic normali ty,  
Edgeworth expansion, etc.). Some of the references are Bickel and 
Freedman (1980, 1981), Singh (1981), Beran (1982), Babu and Singh (1984) 
and Hall (1988). One class of results show that in the i.i.d, situation where 
the normal approximation holds with an error of 0(n-1/2), if we replace the 
normal distribution by a sample dependent bootstrap distribution, then the 
error rate is o(n  -1/2) a.s. 

The bootstrap does not give correct answers in general dependent 
models. However, some dependent models do allow for an appropriate 
resampling so that the bootstrap works. Freedman (1984) has shown that 
the bootstrap gives the correct asymptotic result for two stage least squares 
estimates in linear autoregressions with possible exogenous variables or- 
thogonal to errors. Basawa et al. (1989) have proven the validity of 
bootstrap in explosive first order autoregressions. Bose (1988a) has shown 
that the rate result alluded to in the i.i.d, situation holds for stationary 
autoregressions. 
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