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Abstract. A somewhat more general class of nonparametric estimators 
for estimating an unknown regression function g from noisy data is 
proposed. The regressor is assumed to be defined on the closed interval 
[0, 1]. This class of estimators is shown to be pointwisely consistent in the 
mean square sense and with probability one. Further, it turns out that 
these estimators can be applied to a wide class of noises. 
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1. Introduction 

Recently, there have been many papers on the problem of non- 
parametric estimation of a regression function g under a situation where a 
random variable Y is recorded which depends on a design parameter 
x e R p ("fixed design regression"). In this paper, for p = 1 we consider the 
problem of estimating the following nonparametric regression function g 
which is a completely unknown bounded real-valued function on the closed 
interval [0, 1]. Let (x~, Y~), (x2, Y2),..., (x~, II,) be observations according to 
the nonparametric regression model 

Y,= g(x,) + Z~ i= 1,...,n , 

where the errors Z/ are independently and identically distributed (i.i.d.) 
random variables such that 

(1.1) EZi=O and EIZ, I ~ < ~  - f o r s o m e a > l .  

Without  loss of generality, we assume that the design points xi satisfy 
0 = x0 -< x~ < x2 < ... < x, _< x,§ = 1, where all x, are known without error. 
For  these measurements a somewhat more general class of nonparametric 
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