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Abstract. The paper reanalyzes the following nonlinear program: Find 
the most similar probability distribution to a given reference measure 
subject to constraints expressed by mean values by minimizing the 
weighted logarithmic deviation. The main probability distributions are 
examined from this point of view and the results are summarized in a 
table. 
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1. Introduction 

As it is well-known, some main probability distributions have been 
reobtained by maximizing the Shannon entropy or by minimizing the 
Kullback-Leibler number subject to constraints expressed by mean values 
of some random variables (Kullback and Leibler (1951), Jaynes (1957a, 
1957b), Kullback (1959), Ingarden (1963), Ingarden and Kossakowski 
(1971), Guiasu (1977, 1986), Preda (1982a, 1982b)). To give only one 
example, if the mean/.t and the variance 0 -2 are given, then on the real line, 
in the class of all probability distributions compatible with ,a and a 2, the 
normal distribution NUt, 0-2) maximizes the Shannon entropy. Thus, as the 
Shannon entropy is a generally accepted measure of the amount  of 
uncertainty contained by a probability distribution, we see that the normal 
distribution NOt, 0-2) is the most random, or unbiased, probability distribu- 
tion subject to the given constraints/~ and o -2. 

Generally, we are dealing with two types of constraints: a) Constraints 
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