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Abstract. Brien et aL (1984, Biometrika, 71, 545-554; 1988, Biometrika, 
75, 469-476) have proposed, illustrated and discussed advantages of using 
Fisher's z-transforms for analyzing correlation structures of multinormal 
data. Chen and Mudholkar (1988, Austral J. Statist., 31, 105-110) have 
studied the sum of squared z-transforms of sample correlations as a test 
statistic for complete independence. In this paper Brown's (1987, Ann. 
Probab., 15, 416-422) graph-theoretic characterization of the dependence 
structure of sample correlations is used to evaluate moments of the test 
statistic. These moments are then used to approximate its null distribu- 
tion accurately over a broad range of parameters, including the case 
where the population dimension exceeds the sample size. 
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1. Introduction 

It is obvious that the use of prior information regarding the covariance 
structure can improve the quality of multivariate data analysis. If the 
components  are independent, then they can be analyzed separately using 
univariate methods and the results combined. In the presence of inter- 
mediate structures such as compound symmetry or sphericity, the analyses 
based upon specialized methods (see e.g., Arnold (1973)) are preferable to 
using general purpose multivariate methods. Problems involving hypotheses 
about covariance structures are therefore important.  Using likelihood 
ratios is a common approach for testing hypotheses regarding covariance 
patterns. But as Brien et al. ((1984), see also (1988)) observe, these 
procedures often obscure intuitive detail and can be computationally 
costly. Moreover, they are meaningful only if the sample size exceeds the 
populat ion dimension. Thus, for the simplest of these problems, testing 
complete independence in a p-dimensional normal population, the likeli- 
hood ratio is a function of the determinant of the sample correlation 
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