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Abstract. The likelihood ratio chi-square criterion for testing goodness- 
of-fit in k cell multinomials is known to overestimate significance for 
small and moderate sample sizes (see, e.g., Larntz (1978)). Therefore, the 
usual chi-square approximation to the upper tail of the likelihood ratio 
statistic G 2, is not satisfactory. Several authors have derived adjustments 
(e.g., Williams (1976), Smith et aL (1981), Hosmane (1987b)), so that the 
asymptotic mean of G 2 matches the mean of the asymptotic chi-square 
distribution in the hope that the distribution of G 2 would improve. In 
this paper, a new adjustment to G 2 is determined on the basis of the 
n-l-order term (n being the total number) of the Edgeworth expansion of 
the distribution of smoothed G 2. Monte Carlo results indicate that the 
modified G 2 outperforms the unadjusted G 2. 
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1. Introduction 

In this paper, we consider smooth ing  of the likelihood ratio statistic 
G 2, for testing the equiprobabil i ty hypothesis  in a k cell mul t inomial  
distr ibution.  Since equiprobable class intervals produce  the most  sensitive 
tests (see, e.g., Cohen  and Sackrowitz  (1975), Spruill (1977) and Bednarski  
and Ledwina  (1978)), several authors  have considered small sample studies 
of the distr ibution of G 2 in this case. C h a p m a n  (1976), Larntz (1978), 
Koehler  and Larntz (1980) and Lawal (1984) examined the error  in 
approximat ing  the distr ibution of G 2 with a chi-square distribution. Good 
et al. (1970) computed  the least squares fit to log10 P * ( G 2 >  a), where 
P*(G 2 > a) is a smoothed  version of the exact tail probability of G 2. 

It is known that  the l ikelihood ratio chi-squared criterion overesti- 
mates significance, in the sense that  the null hypothesis  H0 is rejected too 
often in relation to the nomina l  level of significance when Ho is t rue for 
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