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Abstract. The technical validity of the saddlepoint technique for approx- 
imating the resampling distribution of the sample mean of i.i.d, and non- 
i.i.d, random variables is examined. The relative errors are shown to 
occur at the same rate as in parametric analysis. Discreteness in resam- 
piing problems is accounted for. The uniformity of the errors is also 
explored. 
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1. Introduction 

Assume that  X I , . . . , X ,  are independent ly  and identically distr ibuted 
(i.i.d.) r andom variables with distribution F and that  the momen t  generat- 
ing funct ion (MGF) 

(1.1) M(I)  = y ~  e'XdF(x) 

converges for t in a non-trivial  real interval I containing the origin. In 
statistical analysis, we often need to know the distr ibution and density, 

n 

when it exists, of a linear statistic such as the sample mean X = n-1 E X;. 
1 

The exact formulas are often intractable. In such cases close approxima-  
t ions are desirable. Sadd lepo in t  app rox ima t ions  provide an excellent  
method  to achieve this goal. 

Daniels (1954) derived the saddlepoint  formula  for the density h,  of . (  
as  

(1.2) hs(x) = {n/[2~zK"(tx)]} 1/2 exp {n[K(tx) - txx]} , 

*This work was completed while the author was at the University of Texas at Austin. 
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