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Abstract. Under some regularity conditions, the asymptotic expected 
deficiency (AED) of the maximum likelihood estimator (MLE) relative to 
the uniformly minimum variance unbiased estimator (UMVUE) for a 
given one-parameter estimable function of an exponential family is 
obtained. The exact expressions of the AED for normal, lognormal, 
inverse Gaussian, exponential (or gamma), Pareto, hyperbolic secant, 
Bernoulli, Poisson and geometric (or negative binomial) distributions are 
also derived. 
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1. Introduction 

Let X~, X2,..., X, be a random sample of the one-parameter exponen- 
tial type having the probability density function 

(1.1) f ( x , O ) = e x p { ~ l ( O ) T ( x ) + ~ b 2 ( O ) + d ( x ) } ,  x e S ,  0~ (2  

with respect to a fixed a-finite measure/ t  (either Lebesgue or counting 
measure), where S is a subset of real numbers and I2 is a parameter space. 

The maximum likelihood estimator (MLE) and the uniformly mini- 
mum variance unbiased estimator (UMVUE), which are considered the two 
most important estimators for g(O), an estimable function of 0, are 
equivalent in terms of the asymptotic relative efficiency (ARE) under some 
regularity conditions. In order to discover which one is better, Rao (1961, 
1962 and 1963) introduced several concepts of second-order efficiency, and 
Hodges and Lehmann (1970) gave the deficiency. In this article, we shall 
use the latter because of its great convenience. 

Let TI (Xl, X2,..., X,) and T2(XI,)(2,..., Xn) be two estimators of g(O), 
and the measure of performance of estimators T,. is taken as the expected 
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