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Abstract. Explicit formulae for prior distribution moments through 
values of the Bayes estimator of binomial probability are obtained. These 
are used to derive a new admissibility criterion. 
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1. Introduction 

Consider the classical problem of estimating an unknown binomial 
probability 0. Let X be a binomial random variable with parameters n and 
0, and assume that 0 is estimated by d ( X )  under quadratic loss. 

Johnson (1971) (see also Brown (1981)) has shown that every admis- 
sible estimator d must be of the form 

(1.1) d(x) : 

0 x<_r ,  
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X>_S . 

Here - 1 _< r < s _< n + 1, and/1 is a probability measure such that 

/1({o} u {1}) < 1. 

(This condition implies that the corresponding Bayes rule is well-defined 
not only for x = 0 and x = n (cf. Lehmann (1983), p. 246).) 

In other words, every admissible est imator has the form of a Bayes 
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