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Abstract. In this paper we investigate the limiting behaviour of the 
measures of information due to Csisz~ir, R6nyi and Fisher. Conditions for 
convergence of measures of information and for convergence of Radon- 
Nikodym derivatives are obtained. Our results extend the results of 
Kullback (1959, Information Theory and Statistics, Wiley, New York) 
and Kirmani (1971, Ann. Inst. Statist. Math., 23, 157-162). 
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1. Introduction 

The study of limiting properties of sequences of distributions is of 
fundamental importance in probability and mathematical statistics. In 
statistical information theory, the limiting behaviour of measures of infor- 
mation has been investigated by Kullback (1959) and Kirmani (1971). 
These authors have studied only the measures of information due to 
Kullback-Leibler and Matusita, respectively. Related are the papers by 
Linnik (1959), R6nyi (1961), Brown (1982) and Barron (1986) and Chapter 
8 of a recent book by Liese and Vajda (1987). No results are available 
concerning Fisher's fundamental measure of statistical information or the 
other measures of information proposed by R6nyi (1961) and Csisz/tr 
(1963). 

The aim of the present paper is to investigate the limiting properties of 
the latter measures of information. The main result states that if a sequence 
of generalized probability density functions (gpdf's) converges uniformly to 
a gpdf, then the corresponding measures due to Csisz~ir (~b-divergence) and 
R6nyi (information gain of order a) converge to their minimum value; 
conversely, if the measures converge to their minimum value, then the 
gpdf's converge in distribution. Thus we obtain a new criterion of conver- 
gence in distribution based on the Csisz~r and Rbnyi measures of infor- 
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