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Abstract. For the problem of estimating the normal mean/t based on a 
random sample X1 ..... X. when a prior value kto is available, a class of 
shrinkage estimators/i.(k) = k (T . )X .  + (1 - k(T.))l~o is considered, where 
I". = n~/2(Y.n - Izo) /a  and k is a weight function. For certain choices of k, 
~i.(k) coincides with previously studied preliminary test and shrinkage 
estimators. We consider choosing k from a natural non-parametric family 
of weight functions so as to minimize average risk relative to a specified 
prior p. We study how, by varying p, the MSE efficiency (relative to X) 
properties of/i.(k) can be controlled. In the process, a certain robustness 
property of the usual family of posterior mean estimators, corresponding 
to the conjugate normal priors, is observed. 
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1. In t roduct ion 

Let X1,..., X, be i.i.d. N(/t,  a 2) where 0 .2 is known. A popular class of 
estimators of /2  in the presence of some prior value/~o, near which/2 is 
expected to lie, has the form 

(1 .1)  = k ( T . ) X .  + (1 - k ( T . ) ) / t o ,  

where X .  is the sample mean, T. -- V/n(X. - /~0) la  tests Ho:/z =/.to and k is 
a suitable weight function. The populari ty of these estimators is due to the 
fact that if k is chosen properly, ~.(k) has smaller mean-squared error 
(MSE) than X .  for all/t  in the so-called effective interval (El) of k; i.e., for 
a l l / t  satisfying v%l/t - / t 0 1 / a  < C(k) ,  a constant  depending on k. Thus, if 
/to is sufficiently close to/2, we gain in MSE efficiency (MSEE) by using 
/~.(k) instead of X. .  
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