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Abstract. Expressions for the entries of the information matrix and 
skewness tensor of a general multivariate elliptic distribution are obtained. 
From these the coefficients of the a-connections are derived. A general 
expression for the asymptotic efficiency of the sample mean, when 
appropriate as an estimator of the location parameter, is obtained. The 
results are illustrated by examples from the multivariate normal, Cauchy 
and Student's t-distributions. 
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1. Introduction 

In recent work on multivariate analysis there has been some emphasis 
on the class of elliptic distributions as a source of alternative models to the 
normal. Chmielewski (1981) provides a review and bibliography of specific 
results and areas of application. 

Most of the statistical work reviewed involves testing problems, although 
Maronna  (1976) has studied the robust estimation of the location and scale 
parameters. Maximum likelihood estimation arises mainly in the context of 
likelihood ratio tests. Some work on finding maximum likelihood estimates 
is described by Maronna  (1976) and Hsu (1985). It would appear that no 
work has been done on finding general simple expressions for the entries of 
the information matrix. Its inverse is the asymptotic variance-covariance 
matrix of the maximum likelihood estimators under suitable regularity 
conditions and is relevant in determining asymptotic efficiencies of esti- 
mators of parameters. 

The entries of the information matrix also play an important role in 
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