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Abstract .  Bayes-empiric Bayes estimation of the parameter of certain 
one parameter discrete exponential families based on orthogonal poly- 
nomials on an interval (a, b) is introduced. The resulting estimator is 
shown to be asymptotically optimal. The application of this method to 
three special distributions, the binomial, Poisson and negative binomial, 
is discussed. 
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1. Introduction 

The Bayesian approach to estimation of a parameter 0 involves 
choosing an estimator 0* which minimizes the Bayes risk. By using Bayes 
theorem it is shown that this estimator (see Bickel and Doksum (1977)) is 
given by 

( I . 1 )  O* - 
fOp(xlO)dO(O) 
fp(xlO)d6(O) 

where G(O) is the (prior) distribution function of 0 and p(x[O) is the 
conditional probability law of the random variable X given 0. Usually 
p(x[O) is assumed to be known and G(O) is assumed to belong to a 
parametric family whose parameters are chosen by the investigator on the 
basis of the past experience. 
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