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Abstract. Empirical Bayes approach to estimation of many parameters 
is considered. Special features of the techniques discussed are: (i) the 
handling of unequal sample sizes at various stages of an Empirical Bayes 
sampling scheme and (ii) a general iterative procedure for estimating the 
parameters of a parametric prior distribution based on the likelihood 
approach. Linear empirical Bayes estimation is also considered. Applica- 
tion of the general techniques is demonstrated with special reference to a 
multinomial data distribution. 
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1. Introduction 

Let X be a p-vector  r andom variable (r.v.) with a mul t inomial  
probability distribution (p.d.) with parameters (m, 0) where 0 is a p-vector 
and m is a scalar parameter taken to be known. We have 

(1.1) = 0 , , .  0 ;  P r ( X =  x l m ,  O) p(x lO,  m ) =  m! x, .., , 

p p 

where, for every i, 0 < Xi ~ m, 0 < 0i < 1 and i=1 ~ Xi : m, i=~=l 0i : 1. The above 

probability model is fundamental  in the analysis of categorical data and 
contingency table analyses. 

In the above the quantity m often represents the sample size of a 
sample of objects classified into p classes. Suppose that in a current 
experiment, m observations are made on a p-category Bernoulli r.v. Y with 
probability 0i of belonging to category i. Let Xg be the number of Y's in i-th 
category. Then X = (XI , . . . ,  Xp) has a distribution given by (1.1). 
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