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Abstract. The field of application of a result given by Singh and 
Vasudeva (1984, J. Indian Statist. Assoc., 22, 93-96) which provides a 
way of characterizing the distribution of a random variable X, through 
conditional distributions of a second variable Z, given X, is extended. 
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Singh and Vasudeva (1984) have proved the following result: Let X, Y 
and Z be random variables such that X and Y are non-negative and 

Pr[Z = k l X =  t] = Pr[Z = k[ Y= t] = e-t(1 - e-t) k 

(t > 0; k = 0, 1, 2, . . . ) .  

Then X and Y are identically distributed. 
This result can be used to characterize the distribution of X from the 

conditional distribution of Z. Singh and Vasudeva use this fact to charac- 
terize the exponential distribution with density function 

a e -at (t_>0, a > O ) ,  

by the fact that if P r [ Z = k l X =  t] = e - t ( 1 -  e-t) k and Z has the Yule 
distribution 

Pr[Z = k] = aB(a + 1, k + 1) (k = 0, 1,...), 

then X must have an exponential distribution. 
Singh and Vasudeva's proof  uses the extended Stone-Weierstrass 

theorem (Simmons (1963), p. 166). We present the following extension of 
this result, with a proof using somewhat simpler methods. 
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