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Abstract. A characterization of the normal distribution by a statistical 
independence on a linear transformation of two mutually independent 
random variables is proved by using the convolution inequality for the 
Fisher information. 
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1. Introduction 

Normal distribution is characterized by an independence of two vari- 
ables obtained by a linear transformation of two mutually independent 
random variables. The theorem has a long history going back to Maxwell's 
investigation, and has been studied by M. Kac, S. Bernstein, and others, as 
mentioned in the book by Feller (1971). Itoh (1970) gave a proof by using 
Linnik's (1959) information assuming a stronger condition. Murata and 
Tanaka (1974) gave a proof using another functional, which is not based 
on information. Here we give another proof using a convolution inequality 
for the Fisher information discussed by Stam (1959), Blachman (1965), 
Brown (1982), Barron (1986) and other authors, which makes the proof 
clearer than the previous one by Itoh (1970). 

The Fisher information is defined as 

(1.l) I ( Y )  = E(g ' ( r ) l g (Y ) )  2 , 

for a random variable Y with density g(y). Obviously, 

(1.2) 
l 

I ( r ) =  f ~ ( g ' ( y ) ) ~ d y  . 

Anytime we use this quantity, it will be understood that g satisfies the 


