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Abstract. This paper is concerned with two kinds of multiple outlier 
problems in multivariate regression. One is a multiple location-slippage 
problem and the other is a multiple scale-inflation problem. A multi- 
decision rule is proposed. Its optimality is shown for the first problem in a 
class of left orthogonally invariant distributions and is also shown for the 
second problem in a class of elliptically contoured distributions. Thus the 
decision rule is robust against departures from normality. Further the null 
robustness of the decision statistic which the rule is based on is pointed out 
in each problem. 
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1. Introduction 

Statistical theory related to outliers is a rapidly expanding area of 
research. This can be seen from excellent surveys by Beckman and Cook 
(1983) and Barnett and Lewis (1984). The problem of outliers with either 
location slippage or scale inflation can be traced to Thompson (1935), 
Pearson and Chandra  Sekar (1936), Cochran (1941), Paulson (1952), Truax  
(1953), and Kud6 (1956). One of the simplest forms of such problem may be 
stated as follows: Suppose that xl, x2,..., x, are independent  univariate 
normal  observations with unknown mean, 0,, and common unknown 
variance, tr 2. Then we wish to decide if all of the 0i are equal, or, if not, which 
one has slipped. More precisely, we want to test the null hypothesis H0: 
01 . . . . .  0 .  against n alternatives Hi: 81 . . . . .  0 i - - t~  . . . . .  0, (i= 1, 2,..., n) where 
&>0 (or &~0). For  this problem, the decision rule based on the max imum 
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