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Abstract. Laippala (1979, Scand. J. Statist., 6, 113-118, correction note, 
7, 105; 1985, Ann. Inst. Statist. Math., 37, 315-327) has defined a concept 
within the empirical Bayes framework that he calls "floating optimal sample 
size". We examine this concept and show that it is one of many possibilities 
resulting from restricting the class of component sampling procedures in the 
empirical Bayes decision problem with a sequential component. All ideas 
are illustrated with the finite state component. 
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1. Introduction 

We assume that the reader is familiar with the empirical Bayes decision 
problem (see, e.g., Maritz (1970), Robbins (1956, 1964), Susarla (1982) and 
Suzuki (1975)). As our component we take the m-truncated sequential 
decision problem (see Berger (I 985)). Specifically, let X~,..., Arm i.i.d. Po, O c O, 
be the observable random variables taking values in the sample space .~'. 
The component problem has actions a ~ ~¢, loss function L(O, a)>O, stopping 
rules ~ ~ g ,  (terminal) decision rules ~ ~ 9 ,  d=(r ,  ~ ,  constant cost per 
observation c_>0, (terminal) decision risk r(O, d), Bayes terminal decision risk 
r(G, d) for priors G ¢ ~ ,  and infimum Bayes risk r(G). 

We take g to be the class of nonrandomized stopping rules that take at 
least one observation, i.e., that result in sample size Nwhere 1 <N<_m. (In the 
empirical Bayes application, this ensures that at least one observation is made 
at each repetition of the component which allows for an updating of the 
empirical Bayes estimates.) With our notation, r=(r~,..., rm) where rk: 
fk---{0,1}, k= 1 ..... m, and the random variable N is defined by 
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